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Abstract 17 

In Bangladesh, groundwater is considered to be the main source of both drinking water and irrigation. 18 

Suction lift pumps and force mode of operation are the predominant technologies for groundwater 19 

abstraction in Bangladesh. For a sustainable usage policy, it is thus important to identify which technology 20 

would be more appropriate in which area in Bangladesh. With that aim in mind, this paper proposes a 21 

methodology leveraging the power of machine learning (ML) that can potentially learn intricate 22 

relationships between the (annual maximum) groundwater level (GWL) and the relevant hydrogeological 23 
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factors (HGFs). A number of machine learning algorithms- both classification and regression models- have 24 

been trained. Our classification models are trained as a binary classifier to predict the abstraction technology 25 

of a particular point. Notably, our best classification model is based on the Random Forest algorithm, which 26 

has achieved an accuracy of 91% and an excellent value of 96% for the AuROC (Area Under Receiver 27 

Operating Characteristics Curve) indicating a strong discriminant capability thereof. We also identify 28 

(elevation derived from) Digital Elevation Model (DEM), Specific Yield and Lithology as the three most 29 

important HGFs for GWL in Bangladesh.  30 

On the other hand, to predict the actual (annual maximum) groundwater level, we employ a two-stage 31 

approach, where we first employ the above-mentioned classification model to identify the suitable 32 

abstraction technology for the point of interest and subsequently predict the actual groundwater level using 33 

the appropriate Random Forest regressor and that too with reasonable accuracy (minimum absolute error is 34 

less than 1 for suction mode and less than 5 for the force mode). In the sequel, using our predictor models, 35 

we prepare groundwater (technology) maps for the whole Bangladesh.  36 

 37 

Keywords: groundwater, hydrogeological factors, Machine learning, prediction, suction-mode pump, 38 

force-mode pump. 39 

Article Highlights 40 

• A machine learning pipeline for predicting groundwater level (GWL) and abstraction 41 

technology is proposed. 42 

• The relationship between the GWL and hydrogeological factors is learned by the proposed 43 

models. 44 

• The most influential hydrogeological factors have been identified. 45 

• Ground water (technology) maps for whole Bangladesh have been prepared. 46 
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1. Introduction 47 

Groundwater, particularly at the shallow aquifers, is easily accessible, less vulnerable to pollution 48 

than surface water (Oke and Fourie 2017), and it is the most essential freshwater resource on the 49 

Earth. This underground resource is used mostly for domestic, agricultural, and industrial 50 

purposes. Almost 50% of megacities in the world and 80% of irrigation are reliant on groundwater 51 

(Bricker et al. 2017). The excessive use of groundwater is resulting in rapid depletion of 52 

groundwater level in the aquifer systems thereby creating a threat to the overall sustainability of 53 

worldwide water production (Dalin et al. 2018). As groundwater level is an initial indicator to 54 

estimate the groundwater quantity (i.e.,  the net annual recharge mostly for shallow aquifer which 55 

is estimated by water table fluctuation method), prediction of groundwater level may aid in the 56 

sustainable and effective management of groundwater resources (Hasda et al. 2020; Zhou et al. 57 

2017). 58 

Currently, groundwater is the main source of both drinking water in irrigation in Bangladesh. In 59 

the early 1980s, groundwater-fed irrigation became widespread and number of shallow tube-wells 60 

(STW) (main source of groundwater supply) increased from 0.1 million to more than 1.5 million 61 

(Qureshi et al. 2014). During the past decades, Bangladeshi farmers gradually became more 62 

dependent on groundwater as most rivers and canals therein dried up during the dry season 63 

(December-May) (Harvey et al. 2006; Shahid 2008). Over-reliance on groundwater resulted in 64 

faster groundwater level depletion. Thus, various parts of Bangladesh face water stress, 65 

particularly, during the dry season. In this context, predicting groundwater abstraction technology 66 

as well as level could prove to be instrumental in sustainable groundwater management. With this 67 

brief backdrop, we propose a state-of-the-art machine learning based approach to predict 68 

groundwater abstraction technology and groundwater levels in Bangladesh. 69 
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There are a few studies in the literature that predict the groundwater level (GWL) principally using 70 

time series data and leveraging various soft computing techniques. For example, Husna et al. 71 

(2016) predicted the groundwater levels under different time intervals scenarios (i.e., one-week 72 

lead, five-week lead, ten-week lead, 15-week lead) using Artificial Neural Networks (ANN). 73 

Notably, their study was limited to Dawu Aquifer of Zibo in Eastern China. Very recently, Hasda 74 

et al. (2020) predicted the groundwater level in Bangladesh, albeit in a limited setting, focusing 75 

only on the Barind tract, situated in northwestern Bangladesh, covering only around 1942 km2 76 

area. In particular, Hasda et al. (2020) conducted a time series modeling employing a nonlinear 77 

autoregressive exogenous model (NARX) that was trained using the Bayesian Regularization (BR) 78 

algorithm. They used time series data containing weekly rainfall, temperature, humidity and 79 

evaporation during the period 1980–2017 to forecast GWL. Salem et al. (2018) conducted a study, 80 

again on a limited scale (i.e., only on a northwestern district of Bangladesh, namely, Rajshahi), 81 

where the goal was to analyze the effect of climate change on groundwater-dependent irrigation. 82 

As an intermediate output, Salem et al. (2020) predicted the GWL using a Support Vector Machine 83 

based model from the projected climactic variables. Salam et al. (2020) explored the relationship 84 

between groundwater level and El-Nino Southern Oscillation (ENSO) teleconnection indices 85 

during 1981–2017 in the northwestern region of Bangladesh covering 34600 km2 area. As a sub-86 

aim, they also predicted GWL changes from 2018 to 2025 leveraging ARIMA model. Another 87 

recent study by Hoque and Adhikary (2020) made an effort to predict GWL using the weekly GWL 88 

and rainfall data leveraging the power of ANN and autoregressive integrated moving average with 89 

exogenous variable (ARIMAX) time series models. However, their work is only limited to one of 90 

the western districts, namely, Kushtia.  91 
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While there are several studies attempting to predict GWL in Bangladesh (as discussed above), 92 

most of these studies leveraged historical time series data and or meteorological factors rather than 93 

investigating the relationship of GWL with factors influencing groundwater. The groundwater 94 

level is assumed to be intricately related to various hydrogeological factors (HGFs). For instance, 95 

influence of the thickness and permeability of the upper clay on GWL behavior has been discussed 96 

under National Water Management Plan (NWMP) study in Bangladesh (WARPO 2000). On the 97 

other hand, in Nowreen et al. (2021), various geospatial-based indicators like lineament density, 98 

drainage density, geomorphology, slope, lithology, soil, land use and land cover (LULC), and 99 

rainfall have been used to assess groundwater resources in the northwestern part of the country. 100 

Findings in recent study (Burgess et al. 2017) indicate the accuracy of the traditional borehole 101 

water level measurement as a means to monitor groundwater storage and recharge on the largest 102 

fluvio-deltaic aquifer system including the Bengal Delta. However, the intricate relationship 103 

between and among these hydrogeological factors and the actual groundwater level has not been 104 

hitherto investigated, particularly in the context of predicting GWL. This research gap, particularly 105 

in the context of Bangladesh is addressed in this work. Also, most of previous works are limited 106 

to a particular area of Bangladesh whereas we here present a country-wide study. Thus, our 107 

objective revolves around developing yet another machine learning based model to predict the 108 

groundwater level, albeit through taking a detour from the already published works that have 109 

mostly focused on time series data and meteorological factors for such predictions and focusing 110 

on different hydrogeological factors (i.e., slope, elevation, drainage density, lithology, specific 111 

yield etc.) as influential factors for groundwater. This paper makes the following key contributions: 112 
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1. We propose a methodology and develop a model leveraging the power of machine learning 113 

(ML) techniques to learn the intricate relationships between the GWL and different 114 

hydrogeological factors (HGFs).  115 

2. We further identify the most influential factors among the 14 HGFs considered in this 116 

study. Our research reveals that (elevation derived from) Digital Elevation Model, specific 117 

yield and lithology are the three most important HGFs influencing groundwater in 118 

Bangladesh. To the best of our knowledge, this is the first study to identify such important 119 

pieces of knowledge thereby extending the knowledgebase of understanding groundwater 120 

recharge in Bangladesh.   121 

3. In Bangladesh, two predominant pumping modes/technologies (popularly referred to as 122 

groundwater technology), namely, Suction (S) and Force (F) are used for groundwater 123 

abstraction. We use our developed ML based (classification) models (using the most 124 

influential HGFs) to identify which pumping modes/technology would be appropriate in 125 

which area of Bangladesh with promising accuracy.  126 

4. We further develop regression models, again based on the most influential HGFs, to predict 127 

the actual values for the GWL through a two-step pipeline for better accuracy.  128 

5. Finally, we produce the groundwater (technology) map (i.e., a map identifying the 129 

appropriate abstraction technology) for the whole Bangladesh. In particular, we prepare a 130 

22km resolution map for Bangladesh where each grid point is identified using our ML 131 

based model as either S (i.e., appropriate for suction mode of operation) or F (i.e., 132 

appropriate for force mode of operation). We also prepare a map at the same resolution 133 

where the predicted GWL values have been plotted. To the best of our knowledge, this is 134 
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the first attempt to prepare a country-wide groundwater technology map as well as GWL 135 

map at such a high resolution.     136 

  2. Methods 137 

Our methodology evolves around trying to capture this intricate relationship between and among 138 

the HGFs and GWL through the power of machine learning. Our goal is to be able to infer for any 139 

point, which technology (suction vs. force) would be appropriate.  Informatively, suction mode 140 

abstraction works when the vertical distance between the centrifugal pump and pumped water level 141 

depth is within 7.5 meters; on the other hand, when the pumped water level depth is more than 7.5 142 

meters, we need to apply force mode abstraction. Now, our main idea is as follows. Assume that 143 

we have the GWL data labelled as either S (i.e., suction) or F (i.e., force) and HGFs data for a 144 

number of points (referred to as representative points hence forth). We can then train a machine 145 

learning model as a binary classifier (S vs. F) using the data of these representative points where 146 

the HGFs are treated as features.  147 
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Figure 1: Overall methodology and the machine learning pipeline. 

 148 

If there are enough and diversified representative points, we can hope that the model will 149 

generalize and successfully learn the intricate relationship we want it to learn. Note that, here first 150 

we work on a binary classification problem, where the goal is to infer one of the two classes: S or 151 

F. Subsequently, we develop regression models to handle a more difficult problem of inferring the 152 

actual ground water levels. To this end, for better accuracy, we employ a two-stage pipeline as 153 

follows. We train two regression models, tailored to do well in areas labelled as S and F 154 

respectively. When the models are ready, we first use our (binary) classification model to predict 155 

the point of interest as either S or F. Based on the prediction, we then employ the appropriate 156 

regression model to predict the groundwater level. Figure 1 shows the overall research workflow. 157 
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2.1 Study Area and Datasets 158 

The study area of this research is whole Bangladesh and the target is shallow aquifers most of 159 

which are unconfined with Holocene deposits with only a few part thereof (~18%) exhibiting semi 160 

confined nature for its Pre-Holocene condition (see Figure 2). Thus the principal focus of this study 161 

is shallow (unconfined) aquifers where net impact of groundwater stress (either due to less 162 

recharge or more discharge) is identifiable by groundwater position (or declination). Lower 163 

aquifers are typically located within 10-60 m depth (Ravenscroft et al., 2005) and replenished 164 

annually, except in the capital, Dhaka where a significant cone of depression is observed with 165 

water table depths of 15 m to 35 m. Outside of Dhaka, seasonal fluctuations are typically up to 8 166 

meters but spatially vary depending on local hydrogeology and groundwater withdrawal 167 

(Shamsudduha et al. 2009).  168 

Nationally ~1,400,000 and ~38,000 suction mode and force mode based pumps, respectively 169 

withdraw groundwater through irrigation abstraction wells (BADC, 2019). But, suction mode 170 

pumps fail when maximum GWL depletes more than 7.5 meters (i.e., the vertical distance between 171 

the centrifugal pump and the pump valve is more than 7.5 meters) . That is why the latest available 172 

observation points on annual maximum groundwater level is used to facilitate government 173 

organizations to prepare policy trajectories for upcoming years. With this in mind, we consider 174 

annual maximum groundwater level (GWL) values that occur in April in this study.   175 

Quality assured monitoring observation points of annual maximum groundwater level (GWL) for 176 

the year 2018 have been screened from the data collected from different sources, namely, 177 

Bangladesh Water Development Board (BWDB) (726 out of 1124 monitoring boreholes), 178 

Bangladesh Agriculture Development Corporation (BADC) (2435 out 3164 observation wells) and 179 

Department of Public Health and Engineering (DPHE) (414 out of 4831 observation wells) and 180 
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Barind Multipurpose Development Authority (BMDA) (25 out of 25 monitoring boreholes). Based 181 

on the GWL values, each of these 3600 points has been labelled as either S (i.e., appropriate for 182 

suction mode abstraction) or F (i.e., appropriate for force mode abstraction).  183 

 
Figure 2: Surface Geology of Bangladesh 

 

 184 

 185 
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2.2 Preparation of hydrogeological factors 186 

Through detailed literature study, a total of fourteen hydrogeological factors-HGFs, namely, 187 

Digital Elevation Model (DEM), Curvature, Plan Curvature, Aspect, Slope, Distance from Stream, 188 

Lithology, Drainage Density, Stream Power Index (SPI), Sediment Transport Index (STI), Terrain 189 

Roughness Index (TRI), Topographic Wetness Index (TWI) and Specific yield (Sy) have been 190 

identified that are believed to have intricate relationship with the groundwater level. Specific yield 191 

data was collected from BWDB and an interpolated surface was generated using the interpolation 192 

technique.  Then we proceed as follows. 193 

Freely available lithology map was collected from United State Geological Survey (USGS) (Alam 194 

et al. 1990) and subsequently, geo referencing of this map was done in ArcGIS environment. The 195 

geo referenced lithology map was digitized to create polygon shapefiles and finally, polygon 196 

shapefiles were converted into the raster format in 30m resolution. Digital elevation model (DEM), 197 

of 30m resolution, was collected from USGS website (“Earth Resources Observation and Science 198 

(EROS) Center” 2021). Notably, elevation has indirect impacts on the groundwater level, as higher 199 

elevations have higher slope in our study area which falls into the Hindu Kush Himalayan Region 200 

and decreases the infiltration rate (Althuwaynee et al. 2014). Aspect is related to the exposure to 201 

sunlight (Lee et al. 2001) and hence has impact over evaporation. Elevation and aspect maps were 202 

generated form DEM data using ArcGIS. Slope significantly influences water infiltration and 203 

surface runoff (Sarkar et al. 2001). Therefore, we generated the slope map using Equation 1 204 

(below) (Machiwal et al. 2011) in ArcGIS.  205 

𝑆𝑙𝑜𝑝𝑒 = 100 × √𝐴𝑋2 + 𝐵𝑌2

𝑃𝑖𝑥𝑒𝑙 𝑆𝑖𝑧𝑒 (𝐷𝐸𝑀)⁄   …………… (1) 206 

Here, 𝐴𝑋 (𝐵𝑌) = filtered DEM with x-gradient (y-gradient) filter. 207 



12 
 

Curvature represents the topography and morphology of the earth surface. It is composed of three 208 

aspects, namely, plan, profile and total. Now, the profile and plan curvature mainly impact 209 

acceleration and deceleration of flow on the ground surface (Al-Abadi et al. 2016). The plan, 210 

profile, and total curvature maps of were generated in ArcGIS using Equation 2.  211 

𝐾 = |
𝑑𝑇

𝑑𝑠
| ……………………………………………………….. (2) 212 

Here, T is a unit of tangent vector, ds is a differential of the curves length and | • | denotes the 213 

magnitude of the vector. 214 

To generate the drainage density and distance from stream maps, initially the drainage network of 215 

was extracted from DEM (30m resolution) by using ArcGIS. The derived drainage network is 216 

subsequently used to calculate the drainage density (𝑑𝑑) (Razandi et al. 2015) and distance for 217 

stream (𝑑𝑖𝑗) using Equations 3 and 4, respectively.  218 

𝑑𝑑 =
∑ 𝐷𝑖𝑛

𝑖=1
𝐴

⁄     ……....…………………………………… (3) 219 

Here, 𝑑𝑑 is the drainage density (𝑘𝑚
𝑘𝑚2⁄ ), 𝐷𝑖 is the total length of streams and 𝐴 is the grid area 220 

(𝑘𝑚2). 221 

𝑑𝑖𝑗 = √∑ (𝑋𝑖𝑘 − 𝑌𝑗𝑘)
2𝑛

𝑘=1     ...………………………………… (4) 222 

Here, 𝑑𝑖𝑗 represents the distance from stream for 𝑖, 𝑗 locations and 𝑘 means features. 223 

SPI estimates the degree of slope erosion owing to flowing water at a specific location of the basin 224 

area. STI measures the sediment transport capacity of overland flow using slope steepness and 225 
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slope length (Wischmeier and Smith 1978). Following (Sameen et al. 2019), SPI and STI factors 226 

were computed using Equations 5 & 6, respectively.  227 

𝑆𝑃𝐼 = 𝐴𝑠 × tan 𝛽                    ………………………………… (5) 228 

𝑆𝑇𝐼 = (
𝐴𝑠

22.13
)

0.6

× (
sin 𝛽

0.0896
)

1.3

    ………………………………. (6) 229 

Here, 𝐴𝑠 is the specific catchment area per unit contour length (𝑚
2

𝑚⁄ ) and 𝛽 is slope angle (in 230 

degrees). 231 

Other influencing factors, namely, TRI and TWI were calculated using Equations 7 & 8, 232 

respectively (Sameen et al. 2019).  233 

𝑇𝑅𝐼 = √𝑚𝑎𝑥2 − 𝑚𝑖𝑛2        ………………………………..… (7) 234 

𝑇𝑊𝐼 = 𝑙𝑛 (
𝐴𝑠

𝛽
)                   ……………………………..…….. (8) 235 

Here, 𝐴𝑠 and 𝛽 are same as in Equation 6, and 𝑚𝑎𝑥 and 𝑚𝑖𝑛 are the highest and lowest cell values 236 

in the DEM. 237 

2.3 Groundwater abstraction classification using Machine Learning Models 238 

We propose a machine learning (ML) model to classify a point/area (based on the GWL) as 239 

characterized by either suction-lift (S) of force-lift (F) abstraction. We have considered the 14 240 

HGFs for this purpose. Figure 1 briefly presents an overview of our machine learning pipeline, 241 

which will be further explained in the next subsections. 242 

 243 
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2.3.1 Selection of Features 244 

It is important to choose features that have strong discriminatory capabilities with respect to 245 

classification task at hand as this may have profound effects on the performance thereof. Mostly 246 

two types of approaches for feature selection are found in the literature, namely, the filtering and 247 

wrapper approach; here we use the former, where a machine learning algorithm (independent of 248 

the choice of the actual learning algorithm to do the classification task) is leveraged for feature 249 

selection purposes. To this end, we have used the random forest (RF) classifier algorithm for 250 

ranking the features. RF algorithm, developed by Breiman (2001), is a nonparametric learning 251 

algorithm that generates many classification trees by bootstrap samples thereby attempting to 252 

improve the prediction performance. We have used Mean Decrease in Impurity (MDI) as the 253 

ranking criterion. MDI refers to the mean total decrease (considering all trees) in node impurities 254 

from splitting on the variable. The node impurity is measured by a statistical measure of 255 

distribution, namely, Gini index. Higher value of MDI indicates a better feature.  256 

Once all the features are ranked, we try to find the best subset of features for our classification task 257 

at hand. We proceed iteratively as follows. We take the most important feature and train (through 258 

cross validation) and evaluate our models. Then we extend our feature set by including the second 259 

most important feature and so on. For each feature set we have trained our model with several 260 

classifiers such as Random Forest, Support Vector Machine (SVM) etc.. Based on different 261 

evaluation metrics discussed later on this section, we have found the best subset of features. 262 

Notably, we have also used R package ‘leaps’ (Lumley and Lumley 2013) for finding the best 263 

subset of features. However, ranking with random forest seems to have served our purpose better. 264 
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2.3.2 Training the Classification Model 265 

We have trained our model with different classifiers and have applied K-fold cross validation, 266 

where the training dataset is first partitioned into K equal-sized subsets in order to subsequently 267 

train the model with K-1 subsets and test it with the remaining subset, repeating this train-test 268 

procedure K times ensuring that the model is tested against each subset exactly once. In the 269 

literature, the popular choice for K is 10 which we follow here(Kohavi 1995). 270 

Class imbalance can turn out to be a crucial issue in the context of Machine Learning which is also 271 

present in our case as 2413 points are labelled as S (suction-lift) and 1187 points as F (force-lift). 272 

Such imbalance in the training data may create a bias in favour of the majority class (i.e., S points). 273 

So, in addition to experimenting with the original (imbalanced) instances, we also conducted 274 

experiments after applying a popular sampling scheme, called SMOTE (Synthetic Minority Over-275 

sampling Technique) (Chawla et al. 2002) on the training dataset thereby oversampling the 276 

minority class. However, the results did not change much suggesting that adequate minority class 277 

instances were available in the dataset. 278 

2.4 Groundwater level prediction using Regression Models 279 

Following the classification task through the machine learning pipeline presented in the above 280 

section, a regression task is also performed to predict the actual value of GWL. Here the goal is to 281 

train a machine learning (regression) model using the HGFs as features that can predict the actual 282 

ground water level given the HGFs of the respective area/point. For better performance, two 283 

separate regression models (i.e., S-Model and F-Model) are trained based on the two abstraction 284 

classes (i.e., S and F). So, the goal is to utilize the regression model in a two-step setting: first the 285 

classification model is used to classify (using our classification model) whether the area/point 286 
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under consideration is characterized by suction or force mode abstraction and subsequently 287 

leverage the appropriate regression model (i.e., S-Model or F-Model) to predict the GWL value. 288 

The regression pipeline also uses the feature selection step. In particular, our regression models 289 

are trained based on the top ranked four features as found through our feature ranking exercise for 290 

the classification task. Informatively, any categorical variable is converted to one-hot-encoded 291 

vectors following standard procedure. Furthermore, the feature vectors are mean normalized, i.e., 292 

normalized to have zero mean with unit variance.  293 

A number of regressor models (Freedman 2005), namely, K-Nearest Neighbor (KNN) regressor, 294 

Random Forest regressor, Support Vector Regressor (SVR), Adaboost regressor, Neural Network 295 

regressor, etc. have been experimented with. We also have performed an ensemble of the models 296 

by taking their prediction and fitting a linear regressor with elastic net regularization (Zou and 297 

Hastie 2005). Finally, based on the Minimum Absolute Error (MAE) performance measure as well 298 

as qualitative inspection of the produced groundwater map, the Random Forest regressor is chosen 299 

as the main regressor model. As has been mentioned above, two separate models, namely, S-Model 300 

and F-Model, have been trained- one considering the points labelled as S (i.e., having Suction-lift 301 

abstraction characteristic) and the other with the points labelled as F (i.e., having Force-lift 302 

abstraction characteristic). This makes sense as there are significant characteristic differences 303 

between the two sets of points (which was also reflected from significantly worse performance 304 

when training was done as a single model considering all points together). The models have been 305 

trained following a K-fold (K = 10) cross validation scheme. The number of estimators for the 306 

Random Forest regressor have been set (through a grid search) to 70 and 100 for the S-Model and 307 

F-Model respectively. 308 
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2.5 Evaluation Metrics 309 

To evaluate the performance of the classification models, we have used well-established and 310 

popular performance metrics from the literature (Altman and Bland 1994; Powers 2020), namely, 311 

accuracy, sensitivity, specificity, F1 score, Precision and Matthew's correlation coefficient (MCC). 312 

These performance metrics are calculated using the following equations: 313 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 314 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝑛) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 315 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑝) =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 316 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 317 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 318 

𝑀𝐶𝐶 =
𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑁)(𝑇𝑃 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 319 

𝐹1 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 320 

Here, P, N, TP, TN, FP, FN respectively denote the number of positives, negatives, true positives, 321 

true negatives, false positives and false negatives. 322 

We have also analyzed the ROC-Curve, i.e., the area under receiver operating characteristic curve 323 

(ROC-Curve) (Fawcett 2006) and the PR-Curve, i.e., area under precision-recall curve (Davis and 324 

Goadrich 2006). These two measures in combination can accurately reflect the performance of a 325 
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predictor particularly in the context of imbalance in the dataset. To get the ROC-Curve, we need 326 

to plot, at various threshold settings, the true positive rate (TPR), i.e., Sensitivity against the false 327 

positive rate (FPR), i.e., (1 − Specificity). A ROC-Curve closer to the upper-left corner indicates 328 

better performance (Fawcett 2006) and gives a higher (desirable) value for auROC, i.e., the area 329 

under the ROC-Curve. To draw the PR-curve we plot, at various threshold settings, the precision 330 

against the recall. A PR-curve closer to the upper-right corner indicates better performance of the 331 

predictor (Davis and Goadrich 2006) and gives a higher (desirable) value for the auPR, i.e., the 332 

area under PR-Curve.  333 

For the regression task, we have used Mean Absolute Error (MAE) as the main performance metric 334 

along with the standard deviations. MAE measures the errors between paired observations that 335 

express the same phenomenon and is calculated using the following equation: 336 

𝑀𝐴𝐸 =
∑𝑖=1

𝑛 |𝑦𝑖 − 𝑥𝑖| 

𝑛
=  

∑𝑖=1
𝑛 |𝑒𝑖| 

𝑛
 337 

In other words, MAE is the mean of the absolute errors, |𝑒𝑖| = |𝑦𝑖 − 𝑥𝑖|, where | 𝑦𝑖| and | 𝑥𝑖| refer 338 

to the prediction and the true value, respectively. 339 

3. Results 340 

3.1 Groundwater abstraction technology classification 341 

Among all the classifiers we have implemented, the best performers turned out to be RF and SVM. 342 

We conducted 10-fold cross validation for both of them. The decision threshold was assumed to 343 

be 0.5. Table 1 reports the results. 344 

 345 

 346 
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Table 1: Classification performance (on different metrics) of the best models 347 
Classifier # Features  auROC auPR Accuracy Specificity Sensitivity F1 Score MCC Precision 

Random 

Forest 
4 0.96 0.91 0.91 0.94 0.85 0.86 0.80 0.88 

SVM 5 0.90 0.78 0.83 0.92 0.63 0.70 0.59 0.79 

 348 

For Random Forest and SVM, best number of features are 4 and 5 respectively. Random Forest 349 

performs a bit better than SVM. Another important observation is that Random Forest provides a 350 

more balanced result as compared to SVM.  351 

 

Figure 3: Feature (HGFs) Importance Based on MDI 

3.2 Feature Importance 352 

Considering the classification task, we ranked all the features based on Mean Decrease Impurity 353 

(MDI) of Random Forest algorithm (Figure 3). We can see that, Digital Elevation Model (DEM) 354 

is the most important feature for classification. It is particularly true as elevation affects only 355 

renewable (i.e., net annual) recharge part of shallow aquifers of the study under investigation. 356 

Also, DEM is closely followed by the Specific Yield (Sy) and Lithology. We further observe that 357 
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the last few features (e.g., different curvatures) do not have much of an impact on the classification 358 

task. Mostly, the top four-five features are sufficient to predict the target.   359 

 360 

Figure 4:  ROC-Curves and PR-Curves for Random Forest and SVM classifiers considering 361 

incremental subset of features based on feature ranking. (a) ROC-Curves for Random Forest (b) 362 
PR-Curves for Random Forest (c) ROC-Curves for SVM (d) PR-Curves for SVM. 363 

 364 

 3.3 Impact of Number of Features 365 

To assess the impact of the number of features on the classifier performance, in Figure 4, we plot 366 

the ROC-Curves and PR-Curves for both RF and SVM. In each case, 14 different curves are 367 

generated as follows: we started with only the most important feature (c.f. Figure 3) and augmented 368 
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the feature set incrementally by adding the next ranked features one by one. Evidently (c.f. ROC-369 

Curves of Figure 4 (a) and (c)), if we increase the number of features, we notice significant 370 

performance improvement at a good rate initially (particularly up to 4 features). Subsequently 371 

however, the improvement is not that noticeable i.e., the curves for 4 to 14 features are almost 372 

similar. We also analyze the PR-Curve as for imbalanced datasets, ROC-Curve alone is not 373 

adequate to assess the impact of selected features; rather PR curve is more relevant in this context 374 

(Davis and Goadrich 2006). From the PR-Curves as well (Figure 4 (b) and (d)), we reach the same 375 

conclusion. 376 

 377 

Figure 5. Classifier Performance against different number of features. Performance metrics include 378 
area under ROC and PR curves (auROC and auPR), accuracy (Acc), Sensitivity (Sn), Specificity 379 
(Sp) and F1 Score (F1). Perf. Score indicates the metric value for a particular performance metrics. 380 
(a) Random Forest Classifier performance (b) SVM Classifier performance. 381 
 382 

We also have plotted the auROC, auPR, accuracy, sensitivity and specificity values for both 383 

Random Forest and SVM models that use varying number of top-ranked features (Figure 5). Like 384 

the ROC-Curves and PR-curves, increasing number of features seems to improve all the 385 

performance measures albeit up to a certain point, after which, that performance either decreases 386 

or gets saturated. Evidently, the best results are achieved using the top 4-5 features. 387 
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3.4 Regression results for GWL values 388 

Our Random Forest regressor models, namely, S-Model and F-Model, are trained based on the top 389 

ranked four features as found through our feature ranking exercise for the classification task 390 

(Figure 3). These features are: digital elevation model (DEM), specific yield (Sy), lithology and 391 

drainage density. Lithology, being a categorical variable is converted to one-hot-encoded vectors 392 

following standard procedure. The model performances are presented in Table 2. 393 

Table 2: Regression Performance in MAE of our Random Forest regressor models. x ± y means 394 
MAE is x with standard deviation y.   395 

Model Performance Comment 

S-Model 0.949 ± 0.05 Applicable for Suction-Lift abstraction points 

F-Model 4.296 ± 0.707 Applicable for Force-Lift abstraction points 

 396 

3.5 Groundwater (technology) maps for Bangladesh 397 

With the groundwater abstraction (suction-lift vs. force-lift) classification model at hand, we now 398 

produce the Ground Water Technology map for whole Bangladesh, which each point/area of the 399 

country is identified as having either suction-lift or force-lift abstraction characteristics. To this 400 

end, we divided Bangladesh into 22km resolution grid as Brammer (2012) reports that, in 401 

Bangladesh, there is minimal hydrogeological variation within such a grid.  Here, the center point 402 

of each grid was used to extract the HGFs values. The extracted HGFs values are particularly 403 

chosen from the majority categorical classification of every 2x2km grid using the majority 404 

statistical technique known as zonal statistics tool in ArcGIS platform. In fact, we do not need all 405 

the HGFs values, we only use the top ranked 4 features (c.f. Figure 3), namely, digital elevation 406 
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model (DEM), specific yield (Sy), lithology and drainage density (notably, if we decide to run the 407 

SVM model we would also need TRI). Subsequently, we have run our Random Forest 408 

classification model to produce the Groundwater Technology map for Bangladesh (Figure 6). We 409 

have also produced a map where the groundwater level values are presented. To this end, we have 410 

used our Random Forest Regressor models (i.e., S-Model and F-Model) in combination with our 411 

Random Forest Classification model as follows. As has been presented in Figure 6, our Random 412 

Forest Classification model has predicted each 2×2km resolution point as either S (Suction-mode) 413 

or F (Force-mode). If a 2×2km resolution point is labelled as S, we predict the value of GWL using 414 

the S-Model and otherwise (i.e., if it is labelled as F) we use the F-Model. Figure 7 presents the 415 

resulting map (GW-Map). 416 

4. Discussions  417 

High resolution quality data is a prerequisite for proper planning and designing in any sector. To 418 

this end, hydrological data collected by BWDB is definitely useful for sustainable water 419 

management in Bangladesh. However, the pertinent question in this regard is whether the 420 

hydrological data collection network density for the area under consideration satisfies the standard 421 

resolution. For Bangladesh, this is certainly lacking: resolution of the groundwater observation 422 

well network in the country is about 77km2 against the standard resolution of 5-20/km2 (Hossain, 423 

M and Zahid 2014). This is inadequate for sustainable groundwater planning and management at 424 

the village, or even union (lowest administrative unit) level. High resolution data prediction using 425 

machine learning based approaches can fill this gap in this regard. 426 
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Figure 6: Groundwater (technology) map for Bangladesh. Here suction-mode and force-mode 

abstraction characteristics have been predicted using our Random Forest classification model in 

22km resolution grid. 

 427 
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Figure 7: Groundwater map (GW-Map) for Bangladesh. Here annual maximum GWL values 

that occur in April have been predicted using our Random Forest classification and regressor 

models in 22km resolution grid.   

 428 

 429 
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We have leveraged the power of machine learning (ML) models that can potentially learn the 430 

intricate relationship between the ground water level (GWL) and the relevant hydrogeological 431 

factors (HGFs). A number of studies in the literature have investigated (using different 432 

methodologies and approaches) and identified important influencing factors for groundwater. In 433 

our research, elevation (DEM) and specific yield (Sy) have been found to be the most influential 434 

factors, which are closely followed by lithology. Our findings are in line with that of Arabameri et 435 

al. (Arabameri et al. 2020) as they also found lithology and elevation as highly influential. Also, it 436 

is well-perceived that in the flood plain, the lithological formation has a big impact rather than 437 

other indicators. On the other hand, hilly area indicators are mostly influenced by elevation and 438 

slope. Notably, various studies (e.g., Abdollahi et al. 2019; Miraki et al. 2019; Nguyen et al. 2020))  439 

found groundwater aquifer, land use, and TWI as influential factors. Also, LULC, lithology, and 440 

elevation were found to be more influential Arabameri et al. (Arabameri et al. 2020). Since 80% 441 

of Bangladesh (i.e., our study area) constitute flat area, slope and slope related factors (i.e, TWI, 442 

TRI, SPI, and STI) have been found to be less influential. Notably, our selected HGFs already 443 

represent the main parts of LULC and hence it is not considered separately in our study. 444 

Using our classification model, we have produced a groundwater technology map for Bangladesh 445 

where, in 2×2km resolution, we have predicted each point as having either suction-mode of force-446 

mode abstraction characteristic. Deeper groundwater levels are found to be significantly 447 

influenced by impermeable lithology characters, i.e., Barind Clay residuum, Madhupur Tract and 448 

hard/rocky layers of the hilly eastern region. In fact, these are the locations where suction mode 449 

pumping is usually failing during the dry months (March-April). So extra precaution is always 450 

needed before allowing further irrigation expansion with force modes in such areas. From 451 

hydrogeological point of view, these sites demand some counteractive actions to prevent recharge 452 
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loss and avoid groundwater overexploitation (Nowreen et al. 2021). Our produced map therefore 453 

could be instrumental in forming and enforcing a sustainable policy in this regard. 454 

Additionally, we have used regression models to predict groundwater levels for Bangladesh. In 455 

Figure 7, we present the GWL spatial distribution map of Bangladesh. Because of the lack of 456 

infiltration of rainwater, the groundwater level is deeper in a few specific regions (e.g., Barind and 457 

Dupi Tial formation) in Bangladesh. This can be attributed to the low transmissivity (in the range 458 

of 500–2,000 m2/day) at the Dupi Tila aquifer system (EPC/MMP 1991) as opposed to the much 459 

higher transmissivity (in the range of 3,000– 5,000 m2/day) at similar depths in the flood-plain 460 

Holocene aquifer. GWL is more than 60m BGL (below ground level) in Barind and Dupi Tila 461 

formation, which has been captured by our regression model as is evident from some red dots in 462 

and around that region. On the other hand, the coastal areas are formed by the recent deltaic 463 

formation and groundwater levels in these areas are found to be near from the surface between 0 464 

to 4m. This has also been captured well in our model (Figure 7).  465 

In general, hydrologists commonly predict GWL in unsampled sites by interpolation methods 466 

available in the GIS platform, most widely the Ordinary Kriging (OK) method. Now, prediction 467 

error variance for the OK method becomes larger where local variability is greatly varied with 468 

space, in particular in complex hydrogeological environment (Yamamoto 2000). Figure 8 presents 469 

a map (OK-GW-Map) illustrating the spatial distribution of groundwater level all over the country 470 

employing Ordinary Kriging using the same training samples used in our ML based approach. 471 

Evidently, the OK-GW-Map failed to capture such complex phenomenon in areas like Dhaka 472 

(Dupi Tila formation), Barind and Chittagong Hill Tracts (CHT) of Bangladesh which is well-473 

captured in the GW-Map as the machine learning models attempted to learn the intricate 474 

relationship between the HGFs and GWL thereby capturing the complex hydrogeological 475 
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environment in those areas.  476 

 

Figure 8: Prediction of annual maximum GWL values that occur in April for Bangladesh by 

ordinary kriging approach using the same training samples in 22km resolution grid. 

  

 

While we have already discussed the peculiarity of Dhaka (Dupi Tila formation) and Barind area, 477 

a brief discussion is also in order including the CHT area. As is evident from the GW-Map, our 478 

machine learning models seem to have predicted deeper GWL depths for Dhaka, Barind and 479 

Chittagong Hill Tracts (CHT) under the same set of constraints when compared to the OK method 480 
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and this phenomenon (i.e., deeper GWL depths) is most likely accurate as these three particular 481 

regions are well known for their high vulnerability to water crises. Dhaka and Barind’s GWL has 482 

deepened owing to high groundwater abstraction for urban water supplies and irrigation, 483 

respectively. On the other hand, the dominant shale/clay materials of CHT is what limits the 484 

recharge in the subsurface geologic formation and causes higher contour with the groundwater 485 

depth. Since there are no samples in the training set with GWL values in the CHT area (due to the 486 

absence of observation wells therein), the OK method failed miserably to predict the GWL in those 487 

areas (as is evident from the OK-GW-Map), whereas the GW-Map reveals that our models seem 488 

to have adequately captured the complex hydrogeological phenomenon in those area.      489 

Our study has inherited the limitations of any machine learning model particularly in the context 490 

of the available dataset. The tools and algorithms based on AI and ML are never 100% accurate 491 

and the accuracy usually largely depends on the data- both in terms of quality and quantity. 492 

Therefore, the output of these approaches must be interpreted wisely and cautiously, specifically 493 

where assessment of the dynamic nature of GWL and the spatio-temporal changes are to be taken 494 

into account. 495 

5. Conclusion 496 

The ratio of suction mode and force mode abstraction has been significantly changing since the 497 

green revolution started in Bangladesh during the eighties. Yet, government organizations like 498 

DPHE still suggests pumping technology based on the lowest water table declination forecasting 499 

study conducted in 1990 (DPHE 2008), which seems outdated. Therefore, how much withdrawal 500 

can really be sustainable with which mode of pumping technology has now become a crucial 501 

question for management purposes in many parts of the country. Other developing agrarian 502 

countries like India, Vietnam, etc., are no exception. On the other hand, groundwater data 503 
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collection network density, i.e., standard resolution in Bangladesh is not adequate to forecast 504 

groundwater status at the village, or even union level. To this end, our machine learning models 505 

could be instrumental in answering such and other relevant questions. Furthermore, we believe 506 

that the outcome of this study can aid the policymakers in formulating policies for ensuring 507 

sustainable groundwater management.  The output of this study will also be instrumental to the 508 

policy/decision makers to mark suitable locations for drilling production wells, which, in the 509 

sequel, will help farmers reduce the extra unnecessary well construction costs. 510 
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